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Abstract. We show that the reduced point variety of a quantum polynomial algebra is the union of specific linear subspaces in $\mathbb{P}^n$; we describe its irreducible components and give a combinatorial description of the possible configurations in small dimensions.

1. Introduction

Recall that a quantum polynomial algebra on $n+1$ variables has a presentation

$$A = \mathbb{C}[x_0, x_1, \ldots, x_n]/(x_i x_j - q_{ij} x_j x_i, \ 0 \leq i, j \leq n)$$

where all entries of the $(n+1) \times (n+1)$ matrix $Q = (q_{ij})$ are non-zero and satisfy the relations $q_{ii} = 1$ and $q_{ji} = q_{ij}^{-1}$ for all $i, j$.

If all the variables $x_i$ are given degree one, $A$ is a positively graded algebra with excellent homological conditions: it is an iterated Ore-extension and an Auslander-regular algebra of dimension $n+1$. In non-commutative projective geometry, see for example [1] or [4], one associates to such algebras a quantum projective space defined by

$$\mathbb{P}_Q^n = \text{Proj}(A) = \text{Gr}(A)/\text{Tors}(A)$$

where $\text{Proj}(A)$ is the quotient category of the category $\text{Gr}(A)$ of all graded left $A$-modules by the Serre subcategory $\text{Tors}(A)$ of all graded torsion left $A$-modules.

An interesting class of objects in $\mathbb{P}_Q^n$ are the point modules of $A$, which are determined by graded left $A$-modules $P = P_0 \oplus P_1 \oplus \ldots$ which are cyclic (that is, are generated by one element in degree zero), critical (implying that all normalizing elements of $A$ act on it either as zero or as a non-zero divisor) and have Hilbert-series $(1-t)^{-1}$ (that is all graded components $P_i$ have dimension one). As such a point module can be written as a quotient $P \simeq A/(A l_1 + \ldots + A l_n)$ with linearly independent $l_i \in A_1$, we can associate to it a unique point $x_P = \mathbb{V}(l_1, \ldots, l_n)$ defined by the vanishing of the linear forms $l_i$ in commutative projective $n$-space $\mathbb{P}^n = \mathbb{P}(A_1^*)$, having as its projective coordinates $u_0, u_1, \ldots, u_n$. The point variety of $A$ is then the reduced closed subvariety of $\mathbb{P}^n$

$$\text{pts}(A) = \{ x_P \in \mathbb{P}^n \mid P \text{ a point module of } A \}$$

The first aim of this paper is to describe the possible subvarieties that can arise as point varieties of quantum polynomial algebras, and by doing so provide alternate proofs of some results in [6] using graded ring theory. We will prove the next result in Section 2.

Theorem 1. With notation as above we have for all $n \geq 2$

$$\text{(1) } \text{pts}(A) = \mathbb{V}(q_{ij}q_{jk} - q_{ik})u_i u_j u_k, \ 0 \leq i < j < k \leq n$$

and hence is the union of a collection of linear subspaces of the form $\mathbb{P}(i_0, \ldots, i_k)$ which is
the $k$-linear subspace of $\mathbb{P}^n$ spanned by $e_{i_0}, \ldots, e_{i_k}$ where $e_j = [\delta_{0j} : \ldots : \delta_{nj}] \in \mathbb{P}^n$, with $\delta_{ij}$ being the Kronecker delta.

(2) $\mathbb{P}(i_0, \ldots, i_k)$ is an irreducible component of $\text{pts}(A)$ if and only if the principal $(k + 1) \times (k + 1)$ submatrix

$$Q(i_0, \ldots, i_k) = \begin{bmatrix} 1 & q_{i_0 i_1} & \cdots & q_{i_0 i_k} \\ q_{i_1 i_0} & 1 & \cdots & q_{i_1 i_k} \\ \vdots & \vdots & \ddots & \vdots \\ q_{i_k i_0} & q_{i_k i_1} & \cdots & 1 \end{bmatrix}$$

of $Q$ is maximal among principal $Q$-submatrices such that we have $\text{rk} Q(i_0, \ldots, i_k) = 1$.

(3) $\text{pts}(A) = \mathbb{V}(u_i u_j u_k; 0 \leq i < j < k \leq n, \mathbb{P}(i, j, k) \not\subset \text{pts}(A))$. In particular, the point variety of $A$ is determined by all the projective planes $\mathbb{P}^2 = \mathbb{P}(u, v, w)$ it contains.

In Section 3 we will give a necessary condition for a union of linear subspaces in $\mathbb{P}^n$ to be the point variety of a quantum polynomial algebra. Theorem 7 implies that this condition is also sufficient for $n \leq 5$.

In Section 4 we list all possible configurations, and the corresponding degeneration graph, when $n \leq 4$. Moreover we show that in dimension 5 the degeneration graph no longer has a unique end-point, indicating an interesting feature in the classification of 6-dimensional Artin–Schelter regular algebras.
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## 2. The proof

Because each variable $x_i$ is a normalizing element in $A$ we can consider the graded localization at the homogeneous Ore set $\{1, x_i, x_i^2, \ldots\}$. As this localization has an invertible element of degree one it is a strongly graded ring, see [3, §1.4], and therefore is a skew Laurent extension

$$A[x_i^{-1}] = B_i[x_i, x_i^{-1}, \sigma]$$

where $B_i$ is the degree zero part of $A[x_i^{-1}]$ and where $\sigma$ is the automorphism on $B_i$ given by conjugation with $x_i$.

The algebra $B_i$ is generated by the $n$ elements $v_j = x_j x_i^{-1}$ and as we have the commutation relations $x_j x_i^{-1} = q_{ij} x_i^{-1} x_j$ we get the commutation relations

$$v_j v_k = q_{ij} x_i^{-1} x_j x_k x_i^{-1} = q_{ij} q_{jk} x_i^{-1} x_k x_j x_i^{-1} = q_{ij} q_{jk} q_{ik} x_i^{-1} x_j x_i^{-1} x_k x_i^{-1} = q_{ij} q_{jk} q_{ik} v_k v_j$$

That is, $B_i$ is again a quantum polynomial algebra, this time on $n$ variables $v_j$ with corresponding $n \times n$ matrix $R = (r_{jk})$ with entries

$$r_{jk} = q_{ij} q_{jk} q_{ik}^{-1}$$

One-dimensional representations of $B_i$ correspond to points $(a_j) \in \mathbb{A}^n$ with coordinate functions $y_j, j = 0, \ldots, n, j \neq i$ (via the morphism $v_j \mapsto a_j$) if they satisfy
all the defining relations $v_j v_k = r_{jk} v_k v_j$ of $B_i$, that is,

\[(a_j) \in \bigcap_{j \neq i \neq k} \mathbb{V}(1 - r_{jk}) y_j y_k \]

(2.1)

Observe that we can identify this affine space $A^n$ with $X(u_i)$ in $\mathbb{P}^n$ with affine coordinates $y_j = u_j u_i^{-1}$. That is, we can identify the projective closure of $\text{rep}_1(B_i)$, the affine variety of all one-dimensional representations of $B_i$, with the following subvariety of $\mathbb{P}^n$

$$\overline{\text{rep}_1(B_i)} = \bigcap_{j \neq i \neq k} \mathbb{V}((q_{ik} - q_{ij} q_{jk}) u_j u_k).$$

**Proof of theorem 1.(1).** Let $A = \mathbb{C}(x_0, x_1, x_2)/(x_i x_j - q_{ij} x_j x_i, 0 \leq i, j \leq 2)$ be a quantum polynomial algebra in 3 variables. Then $\text{pts}(A)$ is determined (see [2]) by the determinant of the following matrix

$$\begin{bmatrix}
-q_{01} u_1 & u_0 & 0 \\
0 & -q_{12} u_2 & u_1 \\
-q_{02} u_2 & 0 & u_0
\end{bmatrix}$$

which is equal to $(q_{01} q_{12} - q_{02}) u_0 u_1 u_2$, hence

$$\text{pts}(A) = \mathbb{P}(0, 1) \cup \mathbb{P}(0, 2) \cup \mathbb{P}(1, 2) \text{ or } \text{pts}(A) = \mathbb{P}(0, 1, 2).$$

This proves the claim for $n = 2$.

Let $A$ now be a quantum polynomial algebra in $n + 1$ variables. If $P$ is a point module of $A$, then each of the variables $x_i$ (being normalizing elements) either acts as zero on $P$ or as a non-zero divisor. At least one of the $x_i$ must act as a non-zero divisor (otherwise $P \simeq \mathbb{C} = A/(x_0, \ldots, x_n)$), but then the localization $P[x_i^{-1}]$ is a graded module over the strongly graded ring $B_i[x_i, x_i^{-1}, \sigma]$ and hence is fully determined by its part of degree zero ($P[x_i^{-1}]_0$, see [3, §1.3] or [1, Proposition 7.5], which is a one-dimensional representation of $B_i$ and so $P$ determines a unique point of $\overline{\text{rep}_1(B_i)}$ described above. Hence, we have the decomposition

(2.2) $$\text{pts}(A) = \overline{\text{rep}_1(B_i)} \cup \text{pts}(A/(x_i)).$$

$A/(x_i)$ is a quantum polynomial algebra in $n$ variables. Hence by induction, we have

$$\text{pts}(A/(x_i)) = \bigcap_{j \neq i, k \neq i, l \neq i} \mathbb{V}((q_{jl} - q_{jk} q_{kl}) u_j u_k u_l) \cap \mathbb{V}(u_i).$$

But then we have

$$\text{pts}(A) = \overline{\text{rep}_1(B_i)} \cup \text{pts}(A/(x_i))$$

$$= \bigcap_{j \neq i \neq k} \mathbb{V}((q_{ik} - q_{ij} q_{jk}) u_j u_k) \cup \bigcap_{j \neq i, k \neq i, l \neq i} \mathbb{V}((q_{jl} - q_{jk} q_{kl}) u_j u_k u_l) \cap \mathbb{V}(u_i)$$

$$= \bigcap_{0 \leq i < j < k \leq n} \mathbb{V}((q_{ik} - q_{ij} q_{jk}) u_i u_j u_k)$$

where the last equality follows from the following lemma.
Lemma 2. Fix $0 \leq j < k < l \leq n$. If there exists an $i$ such that
\[
\begin{align*}
q_{ik} - q_{ij}q_{jk} &= 0, \\
q_{il} - q_{ij}q_{jl} &= 0, \\
q_{il} - q_{ik}q_{kl} &= 0,
\end{align*}
\]
then $q_{jl} - q_{jk}q_{kl} = 0$.

Proof. Easy calculation. \hfill \Box

From the lemma it follows that if $u_ju_ku_l$ belongs to the defining ideal of $\text{pts}(A/(x_i))$, then necessarily for each $i$ either $u_ju_k$, $u_ju_l$ or $u_ku_l$ belongs to the defining ideal of $\text{rep}_1(B_i)$. \hfill \Box

In particular, it follows that $\text{pts}(A) = \mathbb{P}^n$ if and only if for all distinct $i, j, k$ we have the relation
\[
q_{jk} = q_{ik}q_{ij}^{-1}
\]
But then, all $2 \times 2$ submatrices of $Q$ have determinant zero as
\[
\begin{bmatrix}
q_{ju} & q_{jv} \\
q_{lu} & q_{lv}
\end{bmatrix} = \begin{bmatrix}
q_{iv}q_{ij}^{-1} & q_{iv}q_{ij}^{-1} \\
q_{iv}q_{il}^{-1} & q_{iv}q_{il}^{-1}
\end{bmatrix}
\]
and the same applies for $2 \times 2$ submatrices involving the $i$-th row or column, so $Q$ must have rank one.

Proof of theorem 1.(2). Observe that $P(i_0, \ldots, i_k) = V(u_{j_1}, \ldots, u_{j_{n-k}})$ where $\{0, 1, \ldots, n\} = \{i_0, \ldots, i_k\} \cup \{j_1, \ldots, j_{n-k}\}$. Therefore, $P(i_0, \ldots, i_k) \subset \text{pts}(A)$ if and only if
\[
P(i_0, \ldots, i_k) = \text{pts}(\overline{A}) \quad \text{with} \quad \overline{A} = \frac{A}{(x_{j_1}, \ldots, x_{j_{n-k}})}
\]
and as $\overline{A}$ is again a quantum polynomial algebra with corresponding matrix $Q(i_0, \ldots, i_k)$ it follows from the remark above that $\text{rk}Q(i_0, \ldots, i_k) = 1$. \hfill \Box

Proof of theorem 1.(3). Recall that $P(u, v, w) \subset \text{pts}(A)$ if and only if $Q(u, v, w)$ has rank one, which is equivalent to $q_{uv} = q_{uw}q_{vw}$. The statement now follows from theorem 1.(1). \hfill \Box

Remark 3. Observe that point varieties of quantum polynomial algebras always contain the 1-skeleton of coordinate $\mathbb{P}^1$'s as the principal $2 \times 2$-submatrices always have rank 1. This will also be the generic configuration for quantum polynomial algebras. Note that in general a noncommutative $\mathbb{P}^n$ can have no points or only a finite number of point modules; see [5] for examples when $n = 3$.

3. Possible configurations

Not all configurations of linear subspaces of the above type can occur as point varieties of quantum polynomial algebras.
Example 4. In $\mathbb{P}^3$ only two of the $\mathbb{P}^2$'s (out of four in total) can arise in a proper subvariety $\mathrm{pts}(A) \subset \mathbb{P}^3$. For example, take

$$Q = \begin{bmatrix}
   1 & a & b & x \\
   a^{-1} & 1 & a^{-1}b & c \\
   b^{-1} & ab^{-1} & 1 & ab^{-1}c \\
   x^{-1} & c^{-1} & a^{-1}bc^{-1} & 1
\end{bmatrix}$$

then, for generic $a,b,c,x$ we have

$$\mathrm{pts}(A) = \mathbb{P}(0,1,2) \cup \mathbb{P}(1,2,3) \cup \mathbb{P}(0,3)$$

However, if we include another $\mathbb{P}^2$, for example, $\mathbb{P}(0,1,3)$ we need the relation $x = ac$ in which case $Q$ becomes of rank one, whence $\mathrm{pts}(A) = \mathbb{P}^3$. This is a consequence of lemma 2.

We will present a combinatorial description of all possible configurations in low dimensions. Let $C$ be a collection of $\mathbb{P}^2 = \mathbb{P}(i,j,k)$ contained in $\mathbb{P}^n$. We say that $C$ is adequate if the following condition is satisfied

$$\forall 0 \leq i \leq n, \forall (j,k,l) \in C, \exists \{u,v\} \subset \{j,k,l\} \text{ such that } \mathbb{P}(i,u,v) \in C$$

Adequacy gives a necessary condition on the collection of $\mathbb{P}^2$'s not contained in the point variety of a quantum polynomial algebra.

Proposition 5. If $A$ is a quantum polynomial algebra, then

$$\mathcal{C}_A = \{\mathbb{P}(i,j,k) \mid \mathbb{P}(i,j,k) \not\subset \mathrm{pts}(A)\}$$

is an adequate collection.

Proof. This is an immediate consequence of Lemma 2. \qed

The collection of all coordinates $(q_{ij})_{i<j}$ in the torus of dimension $\binom{n+1}{2}$ describing quantum polynomial algebras with the same reduced point variety is an open subset $T$ of a torus with complement certain sub-tori describing the coordinates of quantum algebras with larger point variety.

In example 4 we have $\mathcal{C}_A = \{\mathbb{P}(0,1,3), \mathbb{P}(0,2,3)\}$ and $T$ is the complement of $(\mathbb{C}^*)^4$ (with coordinates $a,b,c,x$) by the sub-torus $(\mathbb{C}^*)^3$ defined by $x = ac$, describing quantum polynomial algebras with point variety $\mathbb{P}^3$. Here, $\mathcal{C}_A$ is adequate, but for example $C = \{\mathbb{P}(0,1,3)\}$ is not. In fact, for $n = 3$ it is easy to check that all collections are adequate apart from the singletons, so there are exactly 12 adequate collections.

We say that a collection $C$ of $\mathbb{P}^2$'s in $\mathbb{P}^n$ is dense if there exist $0 \leq i < j \leq n$ such that

$$\# \{\mathbb{P}(i,j,k) \in C\} \geq n - 2$$

where $k \neq i,j$. For small $n$, adequate collections are always dense.

Proposition 6. For $n \leq 4$ all adequate collections $C$ are dense unless $C = \emptyset$.

Proof. For $n = 2$, the proof is trivial. For $n = 3$, it is easily seen that $C = \emptyset$ is the only non-dense collection.

Assume now that $n = 4$ and that $C$ is a non-dense collection. Then we have for all $0 \leq i < j \leq 4$ that

$$\# \{\mathbb{P}(i,j,k) \in C\} = 0, 1.$$ 

If this quantity is always equal to 0 then $C = \emptyset$, which is adequate. Hence, assume that one of these quantities is equal to 1. Up to permutation by $S_5$, we may assume
that \( \mathbb{P}(0, 1, 2) \in C \). Then the only other possible \( \mathbb{P}(i, j, k) \) belonging to \( C \) is \( \mathbb{P}(i, 3, 4) \) with \( i \) either 0, 1 or 2. Again up to permutation, we may assume \( i = 0 \). But neither the collection \( \{\mathbb{P}(0, 1, 2)\} \) nor \( \{\mathbb{P}(0, 1, 2), \{\mathbb{P}(0, 3, 4)\}\} \) are adequate (in both cases, take \( i = 3 \) and \( \mathbb{P}(0, 1, 2) \)).

We can now characterize the possible configurations in small dimensions.

**Theorem 7.** Assume \( n \leq 5 \) and let \( C \) be an adequate and dense collection of \( \mathbb{P}^2 \)'s in \( \mathbb{P}^n \) with variables \( u_i \) for \( 0 \leq i \leq n \). Then,

\[
V(u_iu_ju_k \mid \mathbb{P}(i, j, k) \in C)
\]

is the point variety \( \text{pts}(A) \) of a quantum polynomial algebra \( A \) with \( C = CA \).

**Proof.** Renumbering the variables if necessary we may assume by denseness that \( \mathbb{P}(0, n) \) is contained in at least \( n-2 \) of \( \mathbb{P}(0, i, n) \in C \). We can write \( C \) as a disjoint union \( C_1 \sqcup C_2 \sqcup C_3 \sqcup C_4 \) with

\[
C_1 = \{\mathbb{P}(p, q, r) \in C \mid p, q, r \not\in \{0, n\}\}, \\
C_2 = \{\mathbb{P}(0, p, q) \in C \mid p, q \neq 0, n\}, \\
C_3 = \{\mathbb{P}(p, q, n) \in C \mid p, q \neq 0, n\}, \\
C_4 = \{\mathbb{P}(0, p, n) \in C \mid p \not\in \{0, n\}\}.
\]

Note that \( \#C_4 \geq n-2 \). By adequacy of \( C \) we have that \( C_1 \) is adequate in the variables \( u_i \) for \( 1 \leq i \leq n-1 \), \( C_1 \sqcup C_2 \) is adequate in the variables \( u_i \) with \( 0 \leq i \leq n-1 \) and \( C_1 \sqcup C_3 \) is adequate in the variables \( u_i \) with \( 1 \leq i \leq n \). Therefore, they are dense by Proposition 6.

Hence, by applying the induction hypothesis twice (which is possible by proposition 5), a first time with generic values for \( C_1 \sqcup C_2 \) and afterwards with specific values for \( C_1 \sqcup C_3 \), and evaluating the generic values accordingly, we obtain a matrix with non-zero entries

\[
Q = \begin{bmatrix}
1 & q_0 & \cdots & q_{0n-1} & x \\
q_0^{-1} & 1 & \cdots & q_{1n-1} & q_{1n} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
q_{0n-1}^{-1} & q_{1n-1}^{-1} & \cdots & 1 & q_{n-1n} \\
x^{-1} & q_{1n}^{-1} & \cdots & q_{n-1n}^{-1} & 1
\end{bmatrix}
\]

such that for all principal \( 3 \times 3 \) submatrices \( Q(i, j, k) \) with \( \{0, n\} \not\subset \{i, j, k\} \) we have

\[
\text{rk } Q(i, j, k) = 1 \quad \text{if and only if} \quad \mathbb{P}(i, j, k) \not\in C_1 \sqcup C_2 \sqcup C_3
\]

But then, the same condition is satisfied for all the matrices

\[
Q_\lambda = \begin{bmatrix}
1 & q_0 & \cdots & q_{0n-1} & x \\
q_0^{-1} & 1 & \cdots & q_{1n-1} & \lambda q_{1n} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
q_{0n-1}^{-1} & q_{1n-1}^{-1} & \cdots & 1 & \lambda q_{n-1n} \\
x^{-1} & q_{1n}^{-1} & \cdots & q_{n-1n}^{-1} & \lambda^{-1} q_{n-1n}
\end{bmatrix}
\]

with \( \lambda \in \mathbb{C}^\ast \). If \( \#C_4 = n-1 \), a generic value of \( x \) will ensure that \( \text{rk } Q(0, j, n) > 1 \) for all \( 1 \leq j \leq n-1 \). If \( \#C_4 = n-2 \) let \( i \) be the unique entry \( 1 \leq i \leq n-1 \) such
that $\mathbb{P}(0, i, n) \notin C$, then the rank-one condition on

$$Q(0, i, n) = \begin{bmatrix} 1 & q_{0i}^{-1} & x \\ q_{0i}^{-1} & 1 & \lambda q_{in} \\ x^{-1} & \lambda^{-1} q_{in}^{-1} & 1 \end{bmatrix}$$

implies $\lambda = q_{0i}^{-1} q_{in}^{-1} x$.

and for generic $x$ we can ensure that for all other $1 \leq j \neq i \leq n - 1$ we have $\text{rk} Q(0, j, n) > 1$.

One can verify that, up to the $S_6$-action on the variables $u_i$, there are exactly two nonempty adequate collections for $n = 5$ that are not dense, which are:

$\mathcal{A} = \{\mathbb{P}(0, 2, 4), \mathbb{P}(0, 2, 5), \mathbb{P}(0, 3, 4), \mathbb{P}(0, 3, 5), \mathbb{P}(1, 2, 4), \mathbb{P}(1, 2, 5), \mathbb{P}(1, 3, 4), \mathbb{P}(1, 3, 5)\}$

and

$\mathcal{B} = \{\mathbb{P}(0, 1, 3), \mathbb{P}(0, 1, 5), \mathbb{P}(0, 2, 4), \mathbb{P}(0, 4, 5), \mathbb{P}(0, 2, 3), \mathbb{P}(1, 2, 4), \mathbb{P}(1, 2, 5), \mathbb{P}(1, 3, 4), \mathbb{P}(2, 3, 5), \mathbb{P}(3, 4, 5)\}$.

$\mathcal{A}$ is realisable as $C_A$ for a quantum polynomial algebra $A$ with matrix

$$\begin{bmatrix} 1 & 1 & 1 & 1 & x & x \\ 1 & 1 & 1 & 1 & x & x \\ 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 \\ x^{-1} & x^{-1} & 1 & 1 & 1 & 1 \\ x^{-1} & x^{-1} & 1 & 1 & 1 & 1 \end{bmatrix}$$

and has as point variety $\mathbb{P}(0, 1, 2, 3) \cup \mathbb{P}(0, 1, 4, 5) \cup \mathbb{P}(2, 3, 4, 5)$ for generic $x$.

$\mathcal{B}$ is a $C_{A'}$ for the quantum algebra $A'$ with defining matrix

$$\begin{bmatrix} 1 & -1 & 1 & 1 & -1 & 1 \\ -1 & 1 & -1 & 1 & 1 & 1 \\ 1 & -1 & 1 & -1 & 1 & 1 \\ 1 & 1 & -1 & 1 & -1 & 1 \\ -1 & 1 & 1 & -1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 \end{bmatrix}$$

The point variety of this algebra is

$$\mathbb{P}(0, 1, 2) \cup \mathbb{P}(1, 2, 3) \cup \mathbb{P}(2, 3, 4) \cup \mathbb{P}(0, 3, 4) \cup \mathbb{P}(0, 1, 4) \cup \mathbb{P}(0, 2, 5) \cup \mathbb{P}(1, 3, 5) \cup \mathbb{P}(2, 4, 5) \cup \mathbb{P}(0, 3, 5) \cup \mathbb{P}(1, 4, 5)$$

This shows that denseness is too strong a condition for $C$ to be realised as $C_A$ for some quantum polynomial algebra $A$. However, these results may imply that adequacy is a sufficient condition. In particular, all 175 $S_6$-equivalence classes of adequate collections in dimension 5 can be realised as the collection of $\mathbb{P}^2$'s not contained in the point variety of a quantum polynomial algebra on 6 variables.

4. Degeneration graphs

Let $T_{2, n}$ be the $\binom{n+1}{2}$-dimensional torus parametrizing quantum polynomial algebras as before with coordinate functions $(q_{ij})_{i < j}$. Put $b_{ijk} = q_{ij} q_{jk} q_{ik}$ for $0 \leq i < j < k \leq n$ and let $I = \{b_{ijk} - 1 \mid 0 \leq i < j < k \leq n\}$. For each $J \subset I$, we obtain a subtorus of $T_{2, n}$ by taking $V(J)$. Note however that $V(J)$ can be equal to $V(K)$ although $J \neq K$.

We obtain this way a degeneration graph by letting the nodes correspond to possible $V(J)$, $J \subset I$ and an arrow $V(J) \to V(K)$ if $V(K) \subset V(J)$. 

---

From the above description of point varieties of quantum polynomial algebras, we see that this degeneration graph corresponds to degenerations of quantum polynomial algebras to other quantum polynomial algebras with a larger point variety.

Some considerations must be made in the calculations of these graphs:

- Let $T_{3,n}$ be the $(n+1)$-dimensional torus with coordinate functions $(b_{ijk})_{i<j<k}$. Then the map $T_{2,n} \rightarrow T_{3,n}$ defined by $b_{ijk} = q_{ij}q_{jk}q_{1k}^{-1}$ is a map of algebraic groups. The kernel $K$ of this map is a $n$-dimensional torus (as $\operatorname{rk}(Q) = 1$ for all $Q$ associated to elements of $K$) which acts freely on each $V(J)$ in the obvious way by

$$K \times V(J) \rightarrow V(J), (x, g) \mapsto xg.$$  

Therefore, each $V(J)$ is at least $n$-dimensional, as each $V(J)$ contains at least 1 $K$-orbit.

- The nodes in our graphs are possible subtori up to $S_{n+1}$-action on the variables of the quantum polynomial algebras.

- An endpoint corresponds to a unique $K$-orbit or equivalently to a $n$-dimensional subvariety. For if $V(J)$ is not $n$-dimensional, then its image in $T_{3,n}$ is not constant. This implies that there exists a 3-tuple $(i, j, k)$ such that taking $b_{ijk} = 1$ gives a subvariety of 1 dimension lower, which corresponds to a larger point variety than the one determined by $V(J)$.

For $n = 2, 3, 4$, we have calculated the complete degeneration graphs using these methods.

4.1. Quantum $\mathbb{P}^2$'s. This case is classical [1]: the point variety is either $\mathbb{P}^2$ or the union of the 3 coordinate $\mathbb{P}^1$'s [2].

4.2. Quantum $\mathbb{P}^3$'s. The degeneration graph is given in figure 1. One can easily check by hand that there are 12 adequate collections, and they fall into 4 $S_4$-orbits.

The label for a configuration corresponds to the dimension of the loci (in $T_{2,n}$) parameterising these configurations. The type of a configuration describes how many $\mathbb{P}^k$'s there are as irreducible components in the point variety. The commutative situation where the point variety is the whole of $\mathbb{P}^3$ therefore is labeled by 0 and has type $(1, 0, 0)$, whereas the most generic situation (labeled by 3) corresponds to 6 $\mathbb{P}^1$'s whose type we denote by $(0, 0, 6)$.

In this case the degeneration graph is totally ordered, with example 4 corresponding to the configuration with label 1.

4.3. Quantum $\mathbb{P}^4$'s. The degeneration graph is given in figure 2. There are in total 314 adequate collections, falling into 16 $S_5$-orbits.

This time, the degeneration graph no longer is totally ordered. For example, take the configurations $4_a$ and $4_b$. These differ by how the two $\mathbb{P}^2$'s intersect: as we are working in an ambient $\mathbb{P}^4$ this happens in either a point or a line. Via similar arguments it is possible to describe each of these configurations.

Observe that $3_a$ and $3_c$ have the same type, but they are not the same configuration: $3_c$ corresponds to three $\mathbb{P}^2$'s intersecting in a common $\mathbb{P}^1$, whereas orbit $3_a$ has two $\mathbb{P}^2$'s intersecting only in a point and a third $\mathbb{P}^2$ intersecting the first in two different $\mathbb{P}^1$'s.
4.4. **Quantum** $\mathbb{P}^5$'s. For $n = 5$, we observe a new phenomenon.

**Theorem 8.** There are at least 2 end-points in the degeneration graph for quantum polynomial algebras in 6 variables.

**Proof.** An end-point in the graph corresponds to a $n$-dimensional family of quantum polynomial algebras. Let $C$ be the collection

$$
\{ \mathbb{P}(0, 1, 2), \mathbb{P}(1, 2, 3), \mathbb{P}(2, 3, 4), \mathbb{P}(0, 3, 4), \mathbb{P}(0, 1, 4),
\mathbb{P}(0, 2, 5), \mathbb{P}(1, 3, 5), \mathbb{P}(2, 4, 5), \mathbb{P}(0, 3, 5), \mathbb{P}(1, 4, 5) \}.
$$
Then the complement of $C$ is adequate. We have already constructed an algebra $A'$ with exactly the union of these $\mathbb{P}^2$'s in its point variety. We will show that the family of quantum polynomial algebras with these $\mathbb{P}^2$ in its point variety is 5-dimensional. Using the action of $K$, we may assume that for all $0 \leq i \leq 4$ we have $q_{i5} = 1$. If we can now show that there are a finite number of solutions, we are done as we have used up all degrees of freedom. It follows from the second row of $\mathbb{P}^2$'s in the point variety that

$$q_{02} = q_{13} = q_{24} = q_{03} = q_{14} = 1.$$  

Using the first four $\mathbb{P}^2$'s, we get the conditions

$$q_{01} = q_{23} = a, \quad q_{12} = q_{34} = q_{04} = a^{-1}.$$  

Now, $\mathbb{P}(0,1,4)$ belongs to the point variety if and only if $a = a^{-1}$ or equivalently, $a = \pm 1$. The case $a = 1$ leads to the commutative polynomial ring, while $a = -1$ gives a quantum polynomial ring with exactly these 10 $\mathbb{P}^2$'s in its point variety.  
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